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Abstract—This review paper surveys the current approaches
in machine learning for detecting handwriting errors in the
Devanagari script, a script used in several South Asian languages
such as Hindi, Marathi, and Sanskrit. Due to the script’s complex
strokes and shapes, variations in handwriting often lead to
misinterpretations and errors in recognition. This review exam-
ines various models, including Convolutional Neural Networks
(CNNs), Capsule Networks (CapsNets), and hybrid architectures,
highlighting their workflows, advantages, limitations, and future
research directions. These models show promise in improving
handwriting recognition systems, but challenges such as noisy
data and varying handwriting styles remain significant.

Index Terms—Handwriting Recognition, Devanagari Script,
Error Detection, Machine Learning, Convolutional Neural Net-
works, Capsule Networks, OCR

I. INTRODUCTION

The Devanagari script plays a crucial role in several South
Asian languages, including Hindi, Marathi, and Sanskrit. Its
complex nature, characterized by intricate strokes and unique
structural components, often leads to errors in handwriting,
which can severely impact communication and recognition in
automated systems. Developing systems capable of accurately
detecting and correcting these errors is vital for improving
Optical Character Recognition (OCR) systems, educational
tools, and document processing applications. As a result,
numerous machine learning models have been developed to
tackle this challenge, providing innovative approaches to im-
prove handwriting recognition.

This review paper explores the different machine learning
models that have been applied to error detection in handwritten
Devanagari characters. The focus is on techniques such as
Convolutional Neural Networks (CNNs), Capsule Networks
(CapsNets), and hybrid architectures combining CNNs with
Support Vector Machines (SVMs). These models have shown
significant promise in improving the accuracy of handwriting
recognition, particularly in dealing with the complexities of
Devanagari script. However, the challenges of noisy data,

diverse handwriting styles, and limited datasets still pose
significant hurdles to achieving optimal performance.

The structure of this review paper is as follows. First,
it provides a theoretical overview of the machine learning
techniques applied to handwriting recognition in Devanagari
script, detailing the rationale behind focusing on error detec-
tion. Second, it elaborates on the methodologies used in the
research studies covered, including the specific models such as
CNNs, CapsNets, and hybrid architectures that were employed
to analyze handwriting patterns. In the subsequent section,
the findings from various studies are presented, highlighting
the performance and limitations of these models. Afterwards,
these findings are discussed in relation to the existing literature
on handwriting recognition. Finally, the paper concludes with
suggestions for future research directions to improve accuracy
and model robustness.

By examining the current state of machine learning models
in Devanagari handwriting recognition, this review aims to
provide a comprehensive understanding of their strengths,
limitations, and the ongoing efforts to address the challenges
in the field. The insights gained from this review can pave the
way for further advancements in both research and practical
applications in handwriting recognition systems.

II. LITERATURE REVIEW

A. Devanagari Script and Error Detection

Satish Kumar [1] provides an early and insightful analysis of
the irregularities encountered in Devanagari script writing and
their effects on machine recognition systems. His approach
involves a comprehensive workflow that includes scanning,
preprocessing, feature extraction, and classification of the
handwritten text. One of the notable contributions of Kumar’s
work is the segmentation of the Devanagari script into three
vertical regions—upper, middle, and lower—which effectively
helps in structuring the recognition process and managing the
script’s inherent irregularities.
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While the vertical segmentation strategy offers a clear
advantage in handling script variations, the approach still
faces some significant challenges. Incomplete characters and
inconsistent symbol sizes present a limitation, as these factors
hinder the performance of intelligent character recognition
(ICR) systems, making it difficult for models to accurately
interpret the characters. To overcome these issues, Kumar
suggests that more robust algorithms need to be designed. Ad-
ditionally, there is a need for educating writers on improving
the quality of their handwriting, which could further enhance
the performance of handwriting recognition systems in future
applications.

B. CNN-Based Devanagari Character Recognition

Mahesh Jangid and Sumit Srivastava [2] proposed a
Convolutional Neural Network (CNN) model that achieved
an impressive recognition accuracy of 97.65% on the
V2DMDCHAR database. The model’s workflow involves sev-
eral key steps, including preprocessing of the input data, fea-
ture extraction through convolutional layers, and classification
via fully connected layers. This structured approach allows
the model to effectively recognize Devanagari characters,
particularly in cases where the input is clear and well-defined.

However, while the model demonstrates high accuracy
under ideal conditions, its performance significantly declines
when faced with noisy or distorted images. The model’s
inability to handle variations in handwriting poses a notable
limitation, impacting its robustness in real-world scenarios.
To address these challenges, Jangid and Srivastava suggest
that incorporating noise reduction techniques and augmenting
the training dataset could help improve the model’s ability
to generalize and perform more consistently across diverse
handwriting styles and noisy environments. This direction
provides a potential pathway for enhancing the robustness of
CNN-based handwriting recognition models.

C. Hybrid CNN-SVM for Handwriting Recognition

Amani Ali Ahmed Ali and Suresha Mallaiah [3] explored
the effectiveness of a hybrid CNN-SVM model to improve
handwritten text recognition, specifically for Arabic script. In
this approach, the Convolutional Neural Network (CNN) is
responsible for extracting features from the input data, while
the Support Vector Machine (SVM) handles the classification
task. To mitigate the issue of overfitting, techniques such as
Zero Component Analysis (ZCA) and dropout were incorpo-
rated into the model. This combination leverages the feature
extraction capabilities of CNNs along with the classification
precision of SVMs, offering enhanced accuracy.

While the hybrid model demonstrates improved perfor-
mance, it comes with certain limitations. The architecture re-
quires a substantial amount of data to train effectively, making
it data-intensive. Additionally, the model is computationally
expensive, which could be a challenge for practical deploy-
ment, particularly in environments with limited resources. De-
spite these challenges, the authors suggest that this hybrid ar-
chitecture could be adapted for Devanagari script recognition.

By focusing on data efficiency and optimizing computational
demands, the model has the potential to significantly enhance
handwriting recognition systems for Devanagari script as well.

D. Capsule Networks (CapsNet) for Handwritten Devanagari
Recognition

Aditi Moudgil et al. [4] introduced a Capsule Network
(CapsNet) model for recognizing handwritten Devanagari
characters from manuscript images. One of the key strengths
of CapsNet lies in its ability to preserve spatial hierarchies
within the data, which is particularly beneficial for the in-
tricate and complex shapes found in Devanagari script. This
feature allows CapsNet to outperform traditional CNNs when
it comes to handling distortions and variations in handwriting
styles, making it an effective tool for recognizing Devanagari
characters.

However, the model is not without its challenges. CapsNet
requires a substantial amount of labeled training data to
function effectively, which can be difficult to obtain, especially
for diverse handwriting styles. Additionally, the model may
struggle to generalize well to unseen handwriting variations,
limiting its performance in practical applications. To address
these limitations, future research could focus on exploring
advanced data augmentation techniques and incorporating
cursive forms of Devanagari script, which could significantly
enhance the model’s robustness and expand its application
scope.

E. Offline Handwriting Recognition with CapsNet

Jumoke Falilat Ajao et al. [5] demonstrated the use of
Capsule Networks (CapsNet) for offline Yoruba word recog-
nition, achieving an accuracy of 85.49% in recognizing words
that contain diacritic marks. This capability is particularly
relevant to the challenges presented by Devanagari characters,
which also include complex shapes and additional components
like diacritics. The success of CapsNet in preserving spatial
relationships within the characters suggests that this method
could be effectively adapted to the recognition of Devanagari
script as well.

Despite its advantages, the system faces limitations, primar-
ily due to the availability of limited training data. This shortage
of data hampers the model’s ability to generalize effectively
to new or unseen handwriting styles, thereby restricting its
robustness in real-world applications. To overcome these chal-
lenges, future efforts could focus on adapting this approach
for Devanagari script recognition, specifically addressing com-
plex handwriting features through advanced data collection
and augmentation techniques. This would help enhance the
model’s capacity to manage the intricacies of Devanagari script
while maintaining high recognition accuracy.

F. Character Pattern Identification in Devanagari Words

Manoj Kumar Gupta et al. [6] focused on improving
recognition accuracy in Devanagari handwriting by identify-
ing specific patterns within Devanagari words, particularly
single-letter words. Their study revealed that although there
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are 345 commonly used symbols in the script, only 17 of
these symbols frequently occur in the middle zone of single-
letter words. By concentrating on these commonly occurring
symbols, the recognition process becomes more streamlined,
as the potential character set is narrowed down significantly,
making the recognition of these characters more efficient and
accurate.

While this method offers clear advantages in simplifying
the recognition process, its focus on single-letter words limits
its broader applicability. More complex words and phrases,
which involve larger character sets and more intricate patterns,
are not adequately addressed by this approach. For future
work, expanding this method to cover two-letter words and
more complex character patterns could enhance the overall
efficiency and accuracy of recognition systems for Devanagari
script, making them more applicable to a wider range of text
complexities.

G. Text-to-Speech (TTS) Systems and Error Correction

Damodar Magdum et al. [7] proposed a system designed to
correct invalid words in the Devanagari script, specifically for
text-to-speech (TTS) engines. The system uses a state machine
to detect and correct invalid characters based on predefined
grammar rules, ensuring that the final output consists of
valid Devanagari words. This correction process enhances the
accuracy and clarity of speech synthesis by providing phonetic
precision in TTS outputs.

While this system is primarily focused on speech applica-
tions, its underlying error correction mechanisms hold poten-
tial for broader use. The rule-based approach could be adapted
to improve the robustness of handwriting recognition systems,
addressing inaccuracies in character recognition. However, the
current system’s emphasis on speech limits its direct applica-
bility to general handwriting recognition tasks. Future research
could explore extending this approach to optical character
recognition (OCR) and handwriting recognition systems. By
incorporating these error-correction techniques, such systems
could effectively address input errors beyond the domain of
TTS, improving overall recognition accuracy.

III. DISCUSSION

The literature review on machine learning models and
error correction approaches for detecting handwriting errors
in Devanagari script reveals several important observations:

• Model Performance Variability: Convolutional Neural
Networks (CNNs) demonstrate high recognition accuracy
for clear inputs, but their performance significantly de-
grades with noisy or distorted inputs. Capsule Networks
(CapsNets) offer better handling of spatial hierarchies and
handwriting variations but require larger labeled datasets
to generalize effectively.

• Hybrid Approaches: Combining CNNs with Support
Vector Machines (SVMs) improves classification accu-
racy by leveraging the strengths of both architectures.
However, such models are computationally expensive

and require large datasets for training, making them less
practical for resource-constrained environments.

• Rule-Based Systems: Magdum et al. introduced a state
machine for correcting invalid words in the Devanagari
script, specifically for Text-to-Speech (TTS) systems.
This method enhances the accuracy of TTS outputs
by ensuring valid Devanagari syllables are generated.
Although the system is tailored for speech synthesis, its
error-correction mechanism can be adapted for general
Optical Character Recognition (OCR) systems.

• Character Pattern Recognition: Gupta et al. focused
on identifying frequent character patterns in Devanagari
script, particularly for single-letter words. By narrowing
the character set in the middle zone of these words, they
simplified the recognition process and improved accuracy.
This method, while effective for simpler cases, requires
expansion to handle multi-letter words and more complex
text.

• Challenges in Handling Complex Features: Both rule-
based and machine learning models struggle with com-
plex features in Devanagari script, such as diacritics and
cursive forms. Incorporating advanced data augmentation
techniques and noise reduction could improve the robust-
ness of these models.

• Data Requirements: A recurring challenge in deep
learning-based models is the need for substantial la-
beled data. Insufficient data hampers the generalization of
CNNs, CapsNets, and hybrid models, particularly when
dealing with varied handwriting styles.

• Future Research Directions: Future research should
explore more robust models capable of handling noisy
inputs and diverse handwriting styles. Rule-based ap-
proaches like Magdum et al.’s state machine can be inte-
grated with machine learning models to develop hybrid
systems. Extending recognition beyond individual char-
acters to full words and sentences will further enhance
the practical utility of these systems.

IV. CONCLUSION

In conclusion, this review has highlighted the advancements
and challenges in using machine learning models for detecting
handwriting errors in Devanagari script. While models like
CNNs and CapsNets have shown great promise in feature
extraction and classification, they face limitations in handling
noisy data and diverse handwriting styles. Hybrid models that
combine CNNs with SVMs have provided enhanced accuracy
but at the cost of higher computational requirements. Addition-
ally, methods focused on character pattern identification have
simplified the recognition process for frequently occurring
characters. However, future research must address challenges
related to data scarcity and model robustness, especially in
real-world applications. Expanding these models to recognize
full words and sentences, along with improved data augmenta-
tion techniques, will be critical for the continued development
of more effective handwriting recognition systems.
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